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Abstract

Cyber-physical systems (CPS) embody a tight 
integration between network-based communica-
tions, software, sensors, and physical processes. 
While the integration of cyber technologies with-
in legacy systems will most certainly introduce 
opportunities and advancements not yet envi-
sioned, it will undoubtedly also pave the way to 
misdemeanors that will exploit systems’ resources, 
causing drastic and severe nationwide impacts. 
While almost all works in the literature exclusively 
tackled the security of one independent aspect of 
CPS (i.e., cyber or physical), we argue that these 
systems cannot be decoupled. In this context, we 
present what we believe is a first attempt ever 
to tackle the problem of CPS security in a cou-
pled and a systematic manner. To this end, this 
article proposes a novel approach that federates 
the cyber and physical environments to infer and 
attribute tangible CPS attacks. This is achieved by
•	 Leveraging real cyber threat intelligence 

derived from empirical measurements.
•	 Capturing and investigating CP data flows by 

devising an innovative CPS threat detector.
An added value of the proposed approach is ren-
dered by physical remediation strategies, which 
are envisioned to automatically be invoked as a 
reaction to the inferred attacks to provide CPS 
resiliency. We conclude this article by discussing 
a few design considerations and presenting three 
case studies that demonstrate the feasibility of the 
proposed approach.

Introduction
Critical infrastructure systems are indispensable to 
the broader health, safety, security, and economic 
well-being of modern society and governments. 
In recent years, many of these systems, such as 
smart grids, nuclear plants, and automated high-
way systems, have been undergoing large-scale 
transformations with the infusion of new “smart” 
cyber-based technologies to improve their effi-
ciency and reliability. These transitions are being 
driven by continual advances and cost-efficiencies 
in areas such as integrated networking, informa-
tion processing, sensing, and actuation. Hence, 
increasingly, physical infrastructure devices and 

systems are being tasked to co-exist and seamless-
ly operate in cyber-based environments. Indeed, 
tightly coupled systems that exhibit this level of 
integrated intelligence are often referred to as 
Cyber-physical systems (CPS) [1].

Nowadays, CPS can be found in significantly 
diverse industries, including, but not limited to, 
aerospace, automotive, energy, healthcare, and 
manufacturing. Undeniably, the development and 
adoption of such CPS will generate unique oppor-
tunities for economic growth and improvement of 
quality of life. While CPS presents great opportuni-
ties, their complexity, which arises from the fusion 
of computational systems with physical processes, 
indeed poses substantial security challenges. To 
this end, novel vulnerabilities will manifest them-
selves, leading to attack models that are fundamen-
tally new and hard to infer, attribute, and analyze.

Indeed, historical events confirm that industri-
al control systems have long been the target of 
disruptive cyber attacks. For instance, in 2010, 
the prominent Stuxnet malware was employed 
to target the SCADA control system of a crit-
ical uranium enriching facility, which triggered 
immense plant damage and even endangered 
human life [2]. Most recently, in March 2016, 
another malware was inferred to be responsible 
for the massive power outage that struck Ukraine 
in December 2015. Given the rapid transforma-
tion of industrial control systems toward CPS-
based setups, attacks are anticipated to increase 
in frequency, sophistication, and target diversity. 
In fact, the latter trend was recently confirmed 
by the U.S. Department of Homeland Security 
(DHS), when they published the statistics in 
Fig. 1, revealing thousands of CPS attacks target-
ing diverse sectors [3].

Motivated by the imminent threats targeting 
CPS in addition to the lack of security approaches 
that tackle both aspects of such systems in a cou-
pled and a coherent manner [4, 5], we frame the 
contributions of this article as follows:

•Proposing a new multidisciplinary approach 
that strives to diminish the gap between cyber 
security and control systems’ science for securing 
CPS. Contrary to theoretical approaches that only 
consider the physical aspects of CPS in which 
some assumption is made regarding an attack 
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and its corresponding countermeasure, the pro-
posed approach uniquely exploits tangible cyber 
threat intelligence (CTI) to infer real attack scenar-
ios that could realistically affect CPS. Further, the 
proposed approach also considers the dynamics 
of CPS by triggering prompt remediation strat-
egies in the physical realm as a reaction to the 
inferred attacks. To the best of our knowledge, 
the devised capability is of high impact in the CPS 
literature and has never been attempted before.

•Generating insightful CTI related to CPS by 
employing approximately 40 million real malware 
samples and undergoing dynamic binary analysis 
to capture CPS insider threats. The latter CTI is 
further expanded by characterizing and attributing 
real CPS external attacks by means of designing 
and deploying a high-interactive CPS honeypot.  

•Evaluating and validating the feasibility and 
effectiveness of the integrated proposed approach 
by presenting three case studies that depict three 
different CPS attack scenarios. To this end, we 
also discuss some insightful design considerations 
that we expect to be guiding and helpful in the 
realization of future CPS security approaches.

The organization of this article is as follows. 
In the next section, we review some CPS secu-
rity related works. We present the proposed 
approach by thoroughly discussing each of its 
components and pinpointing several design con-
siderations. We demonstrate the effectiveness and 
practicality of the proposed approach by means 
of three different proof of concept case studies. 
Finally, closing remarks and future research direc-
tions conclude this article.

Related Work
In this section, we review a number of related 
works in the context of security challenges in CPS, 
with special emphasis on control-theoretic, cyber, 
and hybrid approaches for securing CPS.

Research challenges related to CPS security 
have been addressed in prior works [4], where 
unprecedented CPS vulnerabilities and threats 
were investigated, and new directions for securing 
control systems were presented. Moreover, the 
authors of [6] highlighted the need for collabora-
tive approaches that better integrate security into 
the core design of CPS.

From a control-theoretic perspective, Teixeira et 
al. [7] have introduced and modeled different attack 
scenarios such as false data injections, replay, and 
zero-dynamics attacks, where adversarial activities 
attempt to cause damage to the controlled system 
while remaining stealthy. Furthermore, Mo et al. [5] 
proposed an active detection method, known as 
physical watermarking, to authenticate the nominal 
behavior of a control system. To this end, a known 
noisy control input is injected to detect replay 
attacks by analyzing the output of the system. In 
another closely related work, Weerakkody et al. [8] 
introduced time-varying dynamics, acting as a mov-
ing target, to detect integrity attacks. Additionally, 
Fawzi et al. [9] focused on the design, implementa-
tion, analysis, and characterization of robust estima-
tion and control in CPS when they are affected by 
corrupted sensors and actuators.

From a cyber perspective, Caselli et al. [10] 
presented a sequence-aware intrusion detec-
tion system that aims at detecting CPS semantic 
attacks using real empirical measurements from 

a water treatment facility. In an alternative work, 
Zonouz et al. [11] investigated malware that spe-
cifically target programmable logical controllers 
(PLCs) in CPS environments. The authors pro-
posed a set of big data analytics rooted in symbol-
ic execution that aim at capturing the behavior of 
malicious code.

Complementary hybrid security approaches 
that attempt to systematically combine cyber 
and control capabilities are particularly rare. One 
interesting research specimen was proposed by 
Zonouz et al. [12]. In this work, the authors pres-
ent an approach that aims at performing detec-
tion of corrupted measurements in power grids. 
Specifically, the proposed approach exploits alert 
notifications from intrusion detection and firewall 
systems to generate attack graphs providing an 
estimate of the compromised set of power grid 
hosts. Although such an approach leverages infor-
mation from both the cyber and physical realms, 
it is neither capable of inferring specific types 
of attacks nor attributing the attack. Moreover, 
the proposed method is primarily focused on 
detection, and thus does not provide any tangi-
ble approach on how to provide CPS resiliency 
during or immediately after an attack. 

Proposed Architecture
In this section, we present and elaborate on 
the components of our proposed approach as 
depicted in Fig. 2. The core intuition behind the 
devised architecture is the unique introduction of 
the notion of true maliciousness to CPS security 
research. This notion embodies tangible malicious 
CPS attacks that could realistically affect the stabil-
ity and security of CPS. The rationale behind this 
concept is threefold. First, the majority of litera-
ture approaches that solely focus on the physical 
aspects of CPS tend to characterize anomalies 
by a deviation of observed data in comparison 
to its expected value, generating a significant 
amount of false positives. Second, it is known 
that malicious empirical CPS security data from 
within operational CPS settings is extremely rare 
[10]. Third, it would be desirable to have an archi-
tecture that also provides insights and inferences 
that would aid in attribution. Undeniably, such 
attribution evidence will be leveraged to build 
highly-effective countermeasures to provide CPS 
resiliency. In the following section, we present 
and discuss the components of such an architec-
ture that strives to exploit tangible CTI to infer and 
mitigate real CPS attack scenarios.

Figure 1. Recent attacks on cyber-physical systems as reported by DHS [3].
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Cyber Layer

Threats toward CPS could arise from external as 
well as internal entities. On one hand, an example 
of an external threat could be rendered by scan-
ning activities [13], originating from the Internet, 
in an attempt to probe and quantify CPS vulner-
abilities, to be exploited in a subsequent directed 
attack. On the other hand, the Stuxnet malware 
would be an accurate example of an insider CPS 
threat, which leveraged system specific knowledge 
to execute a stealthy attack from within the bound-
aries of the CPS. Motivated by such diverse threats, 
this component aims at capturing real malicious 
CPS attack signatures for both internal and external 
threats. In this context, we define attack signatures 
by a series of consecutive attackers’ steps that con-
stitute a well-defined attack scenario. In the follow-
ing, we describe how the latter CTI is generated.

Active Measurements: It is known that malware 
attacks similar to Stuxnet pose one of the most 
debilitating internal threats to CPS. To this end, 
we resort to dynamic malware binary analysis as 
depicted in Fig. 3 to generate real attack signatures 
that aim at capturing malware attack scenarios tar-
geting CPS. We are fortunate to have access to 
malware data provided by Team Cymru Research. 
Consistent with Fig. 3, each malware binary sam-
ple is executed in a controlled client environment. 
During execution, the client would monitor and 
record the executed activities by the malware sam-
ple at the network and system levels. Consequent-
ly, the server processes such received information 
by producing an XML report, which summarizes 
the activities of the executed malware. Moreover, 
to select only those malware that specifically target 
CPS, we further execute a filtering mechanism on 
the indexed XML reports. Such filtering mecha-
nisms can be easily modified to match CPS proto-
cols and systems used in particular sectors.

Passive Measurements: It is also desirable to 
possess attack signatures related to external CPS 
attacks. Undeniably, the optimal approach to 

achieve this is to employ traffic capturing, measure-
ment and analysis from the external boundaries of 
an operational CPS. However, due to legal, logistic, 
and privacy constraints, the latter is not always fea-
sible. For such reasons, we resort to the concept 
of a honeypot: a set of software modules that can 
realistically imitate the components and the opera-
tions of any CPS. Further, a honeypot could be easi-
ly modified and tuned to generically exploit any CPS 
role within a specialized sector, allowing the cap-
turing of a wide range of tailored external attacks. 
To this end, we design and implement a honeypot 
based on the open source industrial control system 
project dubbed as Conpot. To provide more real-
ism to the CPS honeypot, we have implemented a 
custom capability that emulates the plant dynam-
ics and configured the honeypot to operate sever-
al generic CPS protocols, with a human machine 
interface (HMI) and Simple Network Management 
Protocol (SNMP) capabilities. We deployed the hon-
eypot online for a specific duration and enabled 
high levels of logging. To infer external attacks, we 
exploited the log files to build the attack strategies 
by tracking one attacker at a time, throughout its 
interaction with the honeypot. Please note that there 
might exist zero-day or unknown attacks that possi-
bly would not be captured by the active and passive 
measurement modules. Future work will address 
how to remedy this issue.

Physical Layer

This module deals with the physical (i.e., control) 
aspects of CPS. These include hardware and soft-
ware modules capable of:
•	 Characterizing the physical process
•	 State estimation and reconstruction
•	 Stabilizing the physical plant
•	 Monitoring and managing the system
It is worthy to note that this module is generic to 
any CPS environment, including those operating 
in diverse domains such as power, wireless sen-
sor networks, or manufacturing. To support CPS 

Figure 2. A holistic perspective of the proposed architecture.
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attack detection and mitigation, we extend this 
layer by introducing an additional component that 
we refer to as the CPS monitor, as depicted in 
Fig. 2. The monitor exploits CPS communication 
channels and protocols to tap, gather, and amal-
gamate cyber-physical (CP) data flows that are 
circulating through a CPS. Moreover, the monitor 
coordinates with the CP threat detector to gener-
ate attack-resilient estimation and control remedi-
ation strategies, which are invoked as a reaction 
to an inferred attack.

Cyber-Physical Threat Detector

This component lies at the intersection between 
the cyber and physical layers. Indeed, the core 
aim of the CP threat detector module is to inves-
tigate whether the CP data flows extracted from 
the CPS communication channels are suscepti-
ble to any tangible external or internal threats. An 
imperative auxiliary aim of this module is to char-
acterize the severity of any inferred attack.

To achieve the intended tasks, the CP threat 
detector initially models both the malicious 
attack signatures generated from the cyber layer 
and the CP data flows extracted from the physi-
cal layer, into a common structure that we refer 
to as semantic behavioral graphs. Such directed 
graphs capture the activity performed as well 
as the semantics of such actions in the context 
of the observed protocol. To clarify the notion 
of semantic behavioral graphs, consider Fig. 4, 
which depicts a miniature specimen of such a 
graph capturing the dynamics of a benign CP 
data flow of the Siemens proprietary communi-
cation s7comm.

The CP threat detector proceeds in an attempt 
to infer any similarities between semantic graphs, 
as an indicator of an ongoing malicious activity 
on the CPS. However, given the fact that such 
graphs could possibly be of large scale due to 
the excessive captured/modeled network activity, 
and of high dimensionality due to the append-
ed feature vectors, computing graph similarities 
in practice would indeed be challenging. In an 
attempt to overcome these issues, we devise a 
twofold approach.

First, the CP threat detector applies the notion 
of graph kernels borrowed from [14] on the 
formed behavioral graphs (discarding any seman-
tics at this stage). The rationale here is to trans-
form the similarity computation procedure of 
complex graphs into a linear space. To achieve 
this, sub-graphs from the behavioral graphs are 
initially extracted based on a certain criterion. 
Subsequently, compact representations of the cre-
ated sub-graphs are generated based on a specific 
fingerprinting approach. Lastly, a mapping tech-
nique is employed to transform the latter repre-
sentations into a linear space defined by a kernel 
matrix [14, 15], where the similarity computation 
is executed in linear time.

Second, we employ a threshold mechanism 
to deem when there is a significant similari-
ty between those two types of graphs in order 
to flag that an ongoing malicious activity might 
be occurring on the physical plant. In this work, 
we set 60 percent as a conservative similarity 
threshold, to indicate a possible attack. To further 
reduce any other false positive cases and to con-
firm the attack, the CP threat detector proceeds 

by investigating the semantics of those graphs 
that exceed the similarity threshold. To this end, 
the CP threat detector performs binary compari-
sons between each corresponding pair of features 
of the semantic vectors. Currently, the header 
layer is only used in the comparisons for efficien-
cy purposes; however, this can be easily extended 
to include the protocol layer and data layer. Any 
similarity between the semantics of the graphs of 
the CP data flows and the semantics of the graphs 
of the malicious signatures will likely confirm the 
existence of an ongoing attack. In this context, it 
is important to note that:
•	 We employ the similarity measure as a sever-

ity score.
•	 We are capable of providing tangible evi-

dence attributing the attack to a specific 
malware specimen, in case the matching 
semantic behavioral graph was captured 
from the active measurements of the cyber 
layer.

Please note that the components of the proposed 
architecture that were discussed are fully automat-
ed, from an implementation perspective.

Figure 3. Dynamic malware binary analysis to capture real internal CPS threats.
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Design Considerations
The proposed architecture of Fig. 2 introduces a 
new paradigm that is rendered by the tight cou-
pling and systematic fusion of the cyber and phys-
ical layers in the context of CPS security. Given 
that such an approach has never been attempt-
ed before, we thought that it would be of added 
value in this article to provide some design blue-
prints that elaborate on a few considerations relat-
ed to the proposed scheme.

On Time-Scale Discrepancy: Architectures 
that aim at inferring, characterizing, and mitigating 
tangible attacks on CPS should pay special atten-
tion to time-scale discrepancies. While CP data 
flows in the physical layer are characteristically 
in the order of milliseconds or seconds, attacks 
in the cyber realm require time intervals of larger 
magnitude. Thus, when designing the CP threat 
detector, as detailed earlier, this issue ought to 
be taken into account. A feasible solution could 
be rendered by an approach that operates in a 
sliding time-window fashion; sampling periods 
from the physical realm could be employed in 
conjunction with attack signatures derived within 
specific time-window cycles. In this context, the 
time-window duration would be treated as a sys-
tem parameter that would be tuned in order to 
achieve a balance between attack inference rates 
and computational load.

On Detection Practicality: Depending on the 
quantity and type of the derived CTI, a general 
design hurdle would be how to build effective and 
efficient models of such CTI that can be employed 
for detection. Commonly, attack detection and 
remediation in CPS realms require some near real-
time requirements; any significant detection delay 
or poorly-timed reactions might result in cascading 
failures or damage of system components. Although 
in this work, we devised a CP threat detector based 
on efficient graph models, other approaches that 
have yet to be investigated could be more practical, 
easier to manage, and provide stronger analytical 
capabilities. Further, given that the extracted CTI 
could be extensive, as we expect and have observed 
throughout this work, one should initially model it 
offline and subsequently incrementally enrich it as 
new CTI becomes available.

On Cyber-Physical Countermeasures: Any 
approach that aims at achieving CPS resiliency 
should endeavor to provide cyberphysical remedia-
tion strategies to combat the effects of the inferred 
malicious activity. In this context, we advocate 
and stress the importance of designing counter-
measures that cooperatively leverage information 
and capabilities from both the cyber and physical 
realms. Indeed, if only cyber mitigation strategies 
are executed, then the safety of the CPS under an 
attack cannot be guaranteed. Conversely, if only 
physical countermeasures are adopted, an attack-
free CPS environment would be impossible to 
achieve. In this work, we attempted to capture the 
latter desired features by introducing the notion of 
semantic behavioral graphs as a modeling and a 
detection approach in the context of CP data flows 
and malicious attack signatures. Another desirable 
design goal to be considered would be the ability 
to characterize attacks through severity metrics, 
which would be highly beneficial from two per-
spectives, namely, situational awareness and priori-
tized mitigation. Additionally, one should postulate 

CTI approaches that not only can infer attacks, but 
more imperatively, can generate attack signatures 
that aim at disclosing attackers’ strategies, aims, 
and intentions. Indeed, the active measurements 
approach described earlier, which exploits real 
malware strategies, attempts to achieve exactly 
the latter. In this case, the concrete knowledge of 
the disruptive resources available to the attacker 
allows the design of more effective cyber-physical 
countermeasures. Specifically, the observer and 
control modules could be re-designed by discard-
ing the information originating from the corrupt-
ed CPS channels. Moreover, if an estimate of the 
attack vector is available, a resilient control solu-
tion can be achieved by means of an adaptive 
compensator, which simply adds a compensating 
term to the nominal control signal, avoiding rede-
sign of the controller. Simultaneously, in the cyber 
realm, various information technology (IT) security 
countermeasures can be rapidly deployed to min-
imize attackers resources, and thereby limit their 
damage to targeted CPS assets. Such strategies 
could include dropping network traffic originating 
from attackers’ IP addresses or dynamically adapt-
ing firewall rules, among numerous other available 
techniques.

Proof of Concept: Case Studies
In this section, we verify the effectiveness of the 
proposed architecture by demonstrating its capa-
bility in generating tangible cyber threat intelli-
gence related to CPS environments. Furthermore, 
we consider three case studies that capture two 
real external CPS attacks and an internal CPS 
attack launched by the eminent Stuxnet malware.

By operating the customized CPS honeypot as 
described previously for almost one month, we 
were able to infer around 500 unique attackers 
generating thousands of diverse malicious activi-
ties. By executing IP geolocation, Fig. 5a illustrates 
the countries where these attacks originated from, 
while Fig. 5b shows the Internet service providers 
(ISPs) responsible for some of those attacks in a 
one-day specimen. Note that we are aware that 
the University of Michigan performs regular benign 
scanning attempts toward various Internet services, 
including CPS services, and thus its appearance 
on this list verifies and validates the setup of the 
CPS honeypot and its capability in inferring mali-
cious attempts. It is also worthy to mention that the 
statistics behind Fig. 5 could be relatively skewed 
by the abundant use of spoofing attacks. Indeed, 
given that IP spoofing is still present on almost 20 
percent of the Internet autonomous systems, the 
reported statistics should not be taken as an abso-
lute representation but rather as a figurative and 
a relative view of the status of CPS security in the 
context of real cyber threat intelligence.

We also had a brief chance to observe and 
investigate the network traffic packets arriving at 
the CPS honeypot. Our analysis revealed a stag-
gering 10,000 generic TCP and UDP scanning 
attempts and close to 2,000 TCP flooding denial 
of service attacks on various CPS communica-
tion protocols, including those targeting the open 
source DNP3 and Modbus CPS protocols. We 
also generate supplementary material related to 
such misdemeanors including geo-location infor-
mation per source, organization, city, and region. 
Although we refrain from publishing this informa-
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tion due to sensitivity/legal issues, we can note 
that these attempts originated from 177 diverse 
operational providers, 124 distinct ISPs, and 71 
different cities. Given that our analyzed period 
is relatively short, we concur that all the inferred 
attacks in terms of source diversity, target proto-
col diversity, frequency, and machinery are quite 
interesting and alarming.

We proceed by selecting and reporting on 
three real case studies that the proposed archi-
tecture was able to infer and remediate. The first 
case study captured an external CPS attacker that 
was inferred by employing the CPS honeypot. This 
scenario represented an attacker who attempted 
to gain elevation of privilege, and hence com-
plete control over the plant, by striving to exploit 
the session manager of the CPS HMI. Part of this 
attack’s inferred request is illustrated in Fig. 6a. 
Given that such an attack did not threaten the 
physical/control aspect of the CPS, a simplistic yet 
effective cyber strategy is applied to mitigate the 
attack by blocking any subsequent traffic from the 
attacker’s IP address.

The second case study pinpointed another CPS 
external attack that was also perceived by leverag-
ing the CPS honeypot. In this scenario, the attacker 
initially scanned the CPS plant using the SNMP 
to retrieve the map of all operational services. 
Once this has been achieved, the attacker read the 
Modbus variables and subsequently crafted some 
invalid input that is beyond a specified safe range. 
The latter attack appears to be an attempt to cause 
some sort of damage to the CPS equipment. Part 
of this attack’s captured request is illustrated in Fig. 
6b. In this attack scenario, a physical control reme-
diation is obtained by simply discarding the inject-
ed malicious data, while a cyber countermeasure is 
enforced by filtering any further incoming packets 
from the attacker’s IP address.

The third case study captured an instance of 
an internal CPS threat. In this attack scenario, 
detailed experimentation was conducted using a 
sample of the Stuxnet malware by closely follow-
ing the proposed mechanism from earlier. Indeed, 
this malware employs replay attacks in an attempt 
to replicate previously-recorded sensor measure-
ments to a system operator, while also injecting 
damaging inputs to the system. It is well known 
that this type of attack is stealthy to any passive 

physical detector because the resulting CP flows 
cannot be distinguished from benign CP flows 
characterizing an attack-free scenario. Neverthe-
less, in this case, the CP threat detector readily 
inferred the occurrence of an ongoing malicious 
activity in the physical realm since it captured the 
behavior and semantics of the malware as it inter-
acted with the CPS. Furthermore, the proposed 
architecture was capable of attributing such activ-
ity to the exact sample of the Stuxnet malware, 
namely, Worm.Win32.Stuxnet.b . We also note 
the captured/modeled behavior of this malware, 
which included unauthorized reading and writing 
of the sensors’ measurements as well as unautho-
rized writing toward CPS actuators’ channels.

Indeed, the aforementioned case studies 
demonstrate the effectiveness of the proposed 
architecture in disclosing attackers’ strategies and 
actions for both internal and external CPS attacks. 
More imperatively, the proposed approach also 
provides invaluable, tangible forensic evidence 
that can be employed for attribution in the cyber 
realm and resiliency in the physical realm.

Concluding Remarks and 
Future Research Directions

Following our vision to diminish the gap between 
highly theoretical solutions and practical 
approaches for securing CPS, this article uniquely 
proposed a federated approach for resilient CPS 
by exploiting real CTI. The core rationale behind 

Figure 5. Real external CPS threats as inferred by the CPS Honeypot: a) distribution of all inferred threats per originating country;  
b) threats from top 10 Internet service providers during a 24-hour period.
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Figure 6. Snapshot of the requests generated by the external CPS attacks as 
inferred by the CPS honeypot.

A.  HTTP/1.1 GET request from ('95.108.142.138', 3952): ('/index.html', ['Host: 192.223.10.95\r\n’,
'Connection: keep-alive\r\n’,           ‘Cache-Control:          max-age=0\r\n’,            ‘Accept:
text/html,application/xhtml+xml,application/xml;q=0.9,image/webp,*/*;q=0.8\r\n’,   ‘Upgrade-
Insecure-Requests:    1\r\n’,     ‘User-Agent:     Mozilla/5.0       (Windows     NT      10.0;  WOW64)
AppleWebKit/537.36   (KHTML,  like  Gecko)  Chrome/46.0.2490.71   Safari/537.36\r\n’, ‘Accept-
Encoding: gzip, deflate\r\n’) 
 

B.  New snmp session from 77.158.52.42 (3b845bb1-8111-4966-aac9-c0ddd0203b8e)
SNMPv1 GetNext request from ('77.158.52.42', 28487): 1.3.6.1.2.1.1.2 
SNMPv1 response to ('77.158.52.42', 28487): 1.3.6.1.2.1.1.2.0 1.3.6.1.4.1.20408
SNMPv1 GetNext request from ('77.158.52.42', 28487): 1.3.6.1.2.1.43 
SNMPv1 response to ('77.158.52.42', 28487): 1.3.6.1.2.1.43 
New Modbus connection from 94.102.51.38:55237. (2260e5fa-de68--4ff2-a03d-a79945ed46e2)
Modbus    traffic     from 94.102.51.38:       {'function_code':   None,    'slave_id':   0,    'request': 
'133700000005002b0e0100', 'response': ''}
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the proposed architecture is to derive tangible 
CPS attack models from empirical measurements, 
which can be employed to infer and attribute 
real CPS attacks. An innovative CP threat detec-
tor amalgamated CP data flows from the physical 
realm with attack signatures from the cyber realm 
to infer and score real attack scenarios, as well as 
provide evidence of attribution and a means to 
generate CPS resiliency mechanisms.

This effort presents a solid basis from which 
to expand into other directions in CPS security. 
Foremost, one thrust will be dedicated to auto-
mating the tasks associated with creating resiliency 
countermeasures and algorithms from the cap-
tured CTI. Another aim is to investigate and devel-
op additional CP threat detector designs and types 
and evaluate their detection tradeoff and efficiency 
under various realistic attack scenarios. Finally, an 
open source utility is also being designed to incor-
porate the overall notions and ideas behind the 
proposed architecture. This latter deliverable will 
help facilitate the incorporation, rapid prototyp-
ing, and much-needed evaluation of this solution in 
real-world operational CPS environments.
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