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Abstract: This paper deals with secure state estimation against switching mode and signal attacks on cyber-physical systems, possibly affected by adversarial extra fake measurement injection. A stochastic Bayesian approach is undertaken by exploiting Bernoulli and Poisson random sets for modeling the attack existence and, respectively, fake measurements, as well as multiple models for handling the various attack modes. A Gaussian mixture implementation of the resulting random set Bayesian filter is presented and a simulation case-study concerning an electrical power network is worked out in order to demonstrate the effectiveness of the proposed approach.
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1. INTRODUCTION

Cyber-Physical Systems (CPSs) are complex systems integrating computation, networking and physical processes. Notable examples of CPSs include next-generation systems in electric power grids, transportation and mobility, building and environmental monitoring/control, healthcare, and industrial process control. While advances in CPS technology will provide enhanced autonomy, efficiency, seamless interoperability and cooperation, the tighter interaction between cyber and physical realms is unavoidably introducing novel security vulnerabilities, which make CPSs subject to non-standard malicious threats. Recent real-world attacks, such as the Maroochy Shire sewage spill, the Stuxnet worm targeting an industrial control system, and the lately reported massive power outage against Ukrainian electric grid, have brought the attention of the engineering community towards the urgency of designing secure CPSs. There exists a wide range of cyber-attacks and a variety of approaches to handle them, i.e. to detect the attack outbreak as well as to correctly estimate the system state even in presence of the attack. Pasqualetti et al. (2013) addressed the problem of attack detection/identification, and proposed attack monitors for deterministic control systems. Active detection methods have been designed in order to reveal stealthy attacks via manipulation of e.g. control inputs in Mo et al. (2015) and dynamics in Weerakkody and Sinopoli (2015). Recent works of Mo and Sinopoli (2015), Yong et al. (2015) have focused on the problem of secure state estimation, i.e. of reconstructing the state even when the CPS of interest is under attack. Under the assumption of linear systems subject to an unknown, but bounded, number of false-data injection attacks, the problem for a noise-free system has been cast into an $\ell_0$-optimization problem, and relaxed into a more efficient convex problem in Fawzi et al. (2014), and later adapted to systems with bounded noise in Pajic et al. (2015). The combinatorial complexity of this problem is tackled by Shoukry et al. (2015). Recently, Teixeira et al. (2015) modeled the most popular types of attack, based on the notions of adversary’s resources and system knowledge. This paper specifically focuses on switching mode attacks by which the cyber-attacker can switch the currently operating mode of the CPS within a finite set of possible attack modes. Farraj et al. (2016) described how this can be achieved by altering the network’s topology in a power system through breaker control signals, while Amin et al. (2010) studied the same type of attack on water distribution systems, where the water outflow can be influenced via boundary control actions. In particular, the paper aims to address the problem of jointly detecting a signal attack and estimating both the attack mode and system state from the available observations. The overall problem is formulated in a stochastic random set Bayesian framework by exploiting Bernoulli modeling for the signal attack presence/absence and multiple models to account for the different attack modes. It is worth to highlight that the adopted approach exhibits the following positive features: 1) can deal with nonlinear systems; 2) takes into account the presence of disturbances and noise; 3) can encompass in a unique framework different types of attacks (switching signal and mode attacks, extra packet injection, packet substitution, etc.); 4) provides (discrete or continuous) probability distributions of the attack existence, attack mode, attack signal and system state which are very useful for taking decisions.

The rest of the paper is organized as follows. Section 2 introduces the considered attack models and provides the
necessary background. Section 3 formulates and solves the joint attack detection and mode-state estimation problem of interest in the Bayesian framework. Section 4 discusses the Gaussian-mixture implementation of the joint attack detector and mode-state estimator derived in Section 3. Then, Section 5 demonstrates the effectiveness of the proposed approach via a simulation example concerning a power network. Finally, Section 6 ends the paper with concluding remarks and perspectives for future work.

2. PROBLEM SETUP AND PRELIMINARIES

2.1 System and Attack Model

Let the discrete-time cyber-physical system under switching attacks be modeled by

\[
x_{k+1} = \begin{cases} f^0_k(v_k, x_k) + w_k, & \text{under no signal attack} \\ f^1_k(v_k, x_k, a_k) + w_k, & \text{under signal attack} \end{cases}
\]

(1)

where: \(k\) is the time index; \(v_k \in \mathcal{M} = \{1, 2, \ldots, m\}\) the mode in operation at time \(k\); \(x_k \in \mathbb{R}^n\) is the state vector to be estimated; \(a_k \in \mathbb{R}^m\), called attack vector, is an unknown input affecting the system only when it is under attack: \(f^0_k(v_k, \cdot)\) and \(f^1_k(v_k, \cdot, \cdot)\) are known mode-matched state transition functions that describe the system evolution under a specific mode \(v_k\), in the no signal attack and, respectively, signal attack cases; \(w_k\) is a random process disturbance, with probability density function (PDF) \(p_w(v_k, \cdot, \cdot)\), also affecting the system. For monitoring purposes, the state of the above system is observed through the measurement model

\[
y_k = \begin{cases} h^0_k(v_k, x_k) + v_k, & \text{under no signal attack} \\ h^1_k(v_k, x_k, a_k) + v_k, & \text{under signal attack} \end{cases}
\]

(2)

where: \(h^0_k(v_k, \cdot)\) and \(h^1_k(v_k, \cdot, \cdot)\) are known mode-matched measurement functions that refer to the no signal attack and, respectively, signal attack cases; \(v_k\) is a random measurement noise with PDF \(p_v(v_k, \cdot, \cdot)\). It is assumed that the measurement \(y_k\) is actually delivered to the system monitor with probability \(p_d \in (0, 1]\), where the non-unit probability might be due to a number of reasons (e.g. temporary denial of service, packet loss, sensor inability to detect or sense the system, etc.).

Jump Markov models (1)-(2) allow to describe cyber-physical systems subject to two different types of switching attacks, as considered in Yong et al. (2015): (i) switching mode attacks, and (ii) switching signal attacks. The former class of attacks is capable of switching the ongoing mode of the system between a finite set of possible models \(\mathcal{M}\), by e.g. altering the state transition of the system (in Farraj et al. (2016) the topology of a power network). Moreover, a change in the system mode might represent a modification of the set of corruptible actuators/sensors, i.e. a change of the structure under which the signal attack enters the system. In other words, switching mode attacks model every possible cyber-physical adversary’s action causing a change of the functions \(f^0, f^1\) governing the system dynamics and/or of the functions \(h^0, h^1\) describing the observation process. On the other hand, a signal attack (ii), modeled in (1)-(2) via the attack vector \(a_k\), is a time-varying signal of arbitrary magnitude and location injected into the system to corrupt sensor/actuator data (also known as false-data injection attack), here modeled as an unknown input. Specifically, as in Fang et al. (2013) for unknown inputs, \(a_k\) is treated as a white stochastic process \(\{a_k\}\), independent of \(x_0, \{w_k\}\) and \(\{v_k\}\). This means that \(a_k\) and \(a_l\) are independent random variables for \(k \neq l\), and \(a_k\) is independent of \(x_k\) and \(y^{k-1}\). Such an assumption accounts for the fact that \(a_k\) may assume all possible values, being completely unknown (we consider the most general model for signal attacks where any value can be injected via the compromised actuators/sensors), and the knowledge of \(a_k\) adds no information on \(a_l\), if \(k \neq l\). At each time instant \(k\), the signal attack can be present or not, according to the binary hypothesis 1 or 0, respectively, in (1)-(2).

Besides the above switching attacks (i) and (ii), the proposed attack model takes into account the presence of malicious extra packet injections, already addressed in Gu et al. (2005), Zhang et al. (2007), and Forti et al. (2016). This means that, in addition to the system-originated measurement \(y_k\) in (2), it is assumed that the system monitor might receive from some cyber-attacker one or multiple extra fake measurements indistinguishable (e.g. with same time stamp and sender id) from the system-originated one. For the subsequent developments, it is convenient to introduce the attack set at time \(k\), \(\mathcal{A}_k\), which is either equal to the empty set if the system is not under signal attack at time \(k\) or to the singleton \(\{a_k\}\) otherwise, i.e.

\[
\mathcal{A}_k = \begin{cases} \emptyset, & \text{if the system is not under signal attack (i.e. } \{a_k\}, \text{otherwise.} \\
\end{cases}
\]

Due to the possible presence of the extra packet injection attack, it is also convenient to define the measurement set at time \(k\)

\[
Z_k = Y_k \cup F_k
\]

(3)

where

\[
Y_k = \begin{cases} \emptyset \text{ with probability } 1 - p_d \\
\{y_k\} \text{ with probability } p_d
\end{cases}
\]

(4)

is the set of system-originated measurements and \(F_k\) the finite set of fake measurements. It is worth mentioning that the above attack model could be extended to include the case of packet substitution, see Forti et al. (2016).

2.2 Multiple Model Approach

In order to handle switching attacks that can change the model in effect of the cyber-physical system (1)-(2), single-model approaches to secure state estimation, like the one proposed in Forti et al. (2016), need to be accommodated for switched systems. To this end, the idea is to rely on the Multiple Model (MM) approach [Bar-Shalom et al. (2000)]. For state estimation problems in jump Markov systems with known inputs, the MM framework provides, in theory, Bayes-optimal solutions by running in parallel a bank of \(m\) mode-matched Bayesian filters. In simple terms, each filter, at each time instant, provides the mode-conditioned PDFs of the state given the observations, and recursively computes the modal probabilities for each mode \(v_k\). In this way, the MM approach can infer the best model of the current system’s mode of operation as well as estimate the state of the system, based on the mode estimate. The MM approach commonly assumes that the true mode of the system switches according to
a (homogeneous) Markov chain with known transition probabilities
\[ \pi_{ji} = \text{prob}(\nu_k = i | \nu_{k-1} = j), \quad i, j \in \mathcal{M} \] (5)
where \( \sum_{i=1}^{m} \pi_{ji} = 1 \). This assumption leads to the so-called Dynamic MM estimator. A particular case of the aforementioned filter is the Static MM estimator which conversely assumes a constant mode variable \( \nu_k \in \mathcal{M} \), i.e. \( \nu_k = \nu \), and hence \( \pi_{ji} = 0 \forall j, i \in \mathcal{M} \) with \( j \neq i \). In the special case of joint mode, state, and attack estimation in cyber-physical systems of the form (1)-(2), the simultaneous presence of both the unknown mode and input affecting the system poses new challenges. In particular, the signal attack vector \( a_k \) can be considered as either a mode-dependent vector with possibly different dimension within distinct system modes, or a vector with fixed dimension for each possible mode (as assumed in Yong et al. (2015)). Furthermore, two possible approaches can be undertaken for solving the above problem, depending on the available knowledge of mode transitions. In this respect, although in adversarial environments it is usually more realistic to assume no prior knowledge of the mode transition model, and hence the Static MM approach provides the most suitable tool, there also exist cases where a Dynamic MM approach turns out to be preferable. A typical example of such a case is the problem of detecting and localizing an unknown malicious source (e.g. a biochemical attack) inducing and/or affecting the field to be monitored (a similar problem in a non-malicious setting has been presented by Battistelli et al. (2015)). The objective of secure estimation becomes the joint task of detecting the presence of the source, localizing it, estimating its intensity, and monitoring the induced field (for further information on dynamic field estimation, the interested reader is referred to Battistelli et al. (2016)). Since the unknown location of the source corresponds to a specific mode of the system, and the source intensity can be treated as an unknown signal attack, this problem can be recast as a joint mode, state, and attack estimation in jump Markov systems (1)-(2). Notice that in this case, the attack vector (intensity) has fixed dimension for each mode, and prior knowledge of the modal transitions can be assumed (since at each time instant they depend on the current location of the moving source, and hence modes corresponding to locations close to this position will clearly have higher probability to become the active mode of the system at the next step). This is the reason why in problems as the one described above, a Dynamic MM approach is preferable to undertake with respect to a static filtering. In this paper, under the assumption of a signal attack vector with fixed dimension \( a_k \in \mathbb{R}^m \), we present a Bayesian recursion based on the Dynamic MM filtering, although in the numerical example a Static MM approach will be adopted. The aim of this paper is to address the problem of joint signal attack detection and simultaneous mode-state estimation, which amounts to jointly estimating, at each time \( k \), the mode \( \nu_k \) modeling switching mode attacks, the state \( x_k \), and the signal attack set \( \mathcal{A}_k \) given the set of measurements \( \mathcal{Z}^k = \bigcup_{i=1}^{k} Z_i \) up to time \( k \).

2.3 Random Set Estimation

An RFS (Random Finite Set) \( \mathcal{X} \) over \( \mathcal{X} \) is a random variable taking values in \( \mathcal{F}(\mathcal{X}) \), the collection of all finite subsets of \( \mathcal{X} \). The mathematical background needed for Bayesian random set estimation can be found in Mahler (2007); here, the basic concepts needed for the subsequent developments are briefly reviewed. From a probabilistic viewpoint, an RFS \( \mathcal{X} \) is completely characterized by its set density \( f(\mathcal{X}) \), also called FISST (Finite Set Statistics) probability density. In fact, given \( f(\mathcal{X}) \), the cardinality probability mass function \( p(n) \) that \( \mathcal{X} \) have \( n \geq 0 \) elements and the joint PDFs \( f(x_1, x_2, \ldots, x_n | n) \) over \( \mathcal{X}^n \) given that \( \mathcal{X} \) have \( n \) elements, are obtained as follows:
\[
p(n) = \int_{\mathcal{X}^n} f([x_1, \ldots, x_n]) \, dx_1 \cdots dx_n
\]
\[
f(x_1, x_2, \ldots, x_n | n) = \frac{1}{n! \, p(n)} f([x_1, \ldots, x_n])
\]
In order to measure probability over subsets of \( \mathcal{X} \) or compute expectations of random set variables, Mahler (2007) introduced the notion of set integral for a generic real-valued function \( g(\mathcal{X}) \) of an RFS \( \mathcal{X} \) as
\[
\int g(\mathcal{X}) \delta \mathcal{X} = g(\emptyset) + \sum_{n=1}^{\infty} \frac{1}{n!} \int g([x_1, \ldots, x_n]) \, dx_1 \cdots dx_n \]
(6)
Two specific types of RFSs, i.e. Bernoulli and Poisson RFSs, will be considered in this work.

Bernoulli RFS. A Bernoulli RFS is a random set which can be either empty or, with some probability \( r \in [0,1] \), a singleton \( \{x\} \) distributed over \( \mathcal{X} \) according to the PDF \( p(x) \). Accordingly, its set density is defined as follows:
\[
f(\mathcal{X}) = \begin{cases} 1 - r, & \text{if } \mathcal{X} = \emptyset \\ r \cdot p(x), & \text{if } \mathcal{X} = \{x\} \end{cases}
\]
(7)

Poisson RFS. A Poisson RFS is a random finite set with Poisson-distributed cardinality, i.e.
\[
p(n) = \frac{e^{-\xi} \xi^n}{n!}, \quad n = 0, 1, 2, \ldots
\]
(8)
and elements independently distributed over \( \mathcal{X} \) according to a given spatial density \( p(\cdot) \). Accordingly, its set density is defined as follows:
\[
f(\mathcal{X}) = e^{-\xi} \prod_{x \in \mathcal{X}} \xi \, p(x).
\]
(9)

3. Secure Estimation Against Switching Attacks

Let the signal attack input at time \( k \) be modeled as a Bernoulli random set \( \mathcal{A}_k \in \mathcal{B}(\mathcal{A}) \), where \( \mathcal{B}(\mathcal{A}) = \emptyset \cup \mathcal{S}(\mathcal{A}) \) is a set of all finite subsets of the attack probability space \( \mathcal{A} \subseteq \mathbb{R}^m \), and \( \mathcal{S} \) denotes the set of all singletons (i.e., sets with cardinality 1) \{a\} such that \( a \in \mathcal{A} \). Further, let \( X \subseteq \mathbb{R}^n \) denote the Euclidean space for the system state vector. In Forti et al. (2016) we defined the Hybrid Bernoulli Random Set (HBRS) (\( \mathcal{A}, x \) as a state variable which incorporates the Bernoulli attack random set \( \mathcal{A} \) and the random state vector \( x \). The HBRS is then augmented in order to include the hidden mode (or discrete state) in the new state variable \( (\mathcal{A}, x, \nu) \), that we refer to as Multiple Model Hybrid Bernoulli Random Set (MM-HBRS), which takes values in the hybrid space \( \mathcal{B}(\mathcal{A}) \times \mathcal{X} \times \mathcal{M} \). An MM-HBRS is fully specified by the (signal) attack probability \( r \) of \( \mathcal{A} \) being a singleton, the mode-conditioned PDF
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Similar to the single-model filter described in Forti et al. (2016), a MM-HBRS can be corrected and predicted in a recursive fashion so as to form a novel Multiple Model Hybrid Bernoulli Filter (MM-HBFS). Note that proofs are omitted due to lack of space.

3.1 Measurement Model and Correction

The measurement model is the same described in (Forti et al., 2016, Section III.A) for the single-model HBF in the case of extra packet injection, with the only difference that, since (1)-(2) is now a jump Markov system, the measurement likelihood becomes dependent on the discrete-valued mode variable \( \nu \). Due to the possible presence of extra packet injection, whose attack model has been introduced in Section 2.1, the measurement set defined in (3) is given by the union of two independent random sets. As it is clear from (4), \( Y_k \) is a Bernoulli random set (with cardinality \(|Y_k|\) at most 1) which depends on whether the system-originated measurement \( y_k \) is delivered or not. Conversely, \( F_k \) is the random set of fake measurements that will be modeled hereafter as a Poisson random set, such that the number of counterfeit measurements is Poisson-distributed according to (8) and the FISST PDF of fake-only measurements \( \gamma(\cdot) \) is given by (9) with spatial distribution \( \kappa(\cdot) \) in place of \( p(\cdot) \). The likelihood corresponding to \( A_k = \emptyset \) is given by

\[
\lambda(Z_k|\emptyset, x_k, \nu_k) = \eta(\emptyset|\emptyset, x_k, \nu_k) \gamma(Z_k)
\]

\[
+ \sum_{y_k \in Z_k} \eta(\{y_k\}|\emptyset, x_k, \nu_k) \gamma(Z_k \setminus \{y_k\})
\]

\[
= \gamma(Z_k) \left[ 1 - p_d + p_d \sum_{y_k \in Z_k} \frac{\ell(y_k|x_k, \nu_k)}{\xi \kappa(y_k)} \right].
\]

while for \( A_k = \{a_k\} \) we have

\[
\lambda(Z_k|\{a_k\}, x_k, \nu_k) = \eta(\emptyset|\{a_k\}, x_k, \nu_k) \gamma(Z_k)
\]

\[
+ \sum_{y_k \in Z_k} \eta(\{y_k\}|\{a_k\}, x_k, \nu_k) \gamma(Z_k \setminus \{y_k\})
\]

\[
= \gamma(Z_k) \left[ 1 - p_d + p_d \sum_{y_k \in Z_k} \frac{\ell(y_k|x_k, \nu_k)}{\xi \kappa(y_k)} \right].
\]

Using the above measurement model, exact correction equations of the multiple-model Bayesian random set filter for joint signal attack detection, mode and state estimation in the case of extra packet injection attack are obtained as follows.

Note that from now on the notation \( \alpha, \beta = \int \alpha(x) \beta(x) dx \) will be used for the inner product of two functions.

Theorem 1. Assume that the prior density at time \( k \) is multiple model hybrid Bernoulli of the form

\[
p(A_k, x_k, \nu_k|Z_{k-1}) = \left\{ \begin{array}{ll}
(1 - r_{k|k-1}) p^0_{k|k-1}(x_k, \nu_k) & \text{if } A_k = \emptyset \\
r_{k|k-1} \cdot p^1_{k|k-1}(a_k, x_k, \nu_k) & \text{if } A_k = \{a_k\}
\end{array} \right.
\]

Then, given the measurement random set \( Z_k \) defined in (3), also the posterior density at time \( k \) turns out to be multiple model hybrid Bernoulli of the form

\[
p(A_k, x_k, \nu_k|Z_k) = \left\{ \begin{array}{ll}
(1 - r_{k|k}) p^0_{k|k}(x_k, \nu_k) & \text{if } A_k = \emptyset \\
r_{k|k} \cdot p^1_{k|k}(a_k, x_k, \nu_k) & \text{if } A_k = \{a_k\}
\end{array} \right.
\]

with parameters

\[
r_{k|k} = \frac{1 - p_d (1 - \Gamma_1)}{1 - p_d (1 - \Gamma_0 + r_{k|k-1} \Gamma_1)}
\]

\[
r_{k|k-1} = \frac{1 - p_d}{1 - p_d (1 - \Gamma_0)}
\]

\[
p^0_{k|k}(x_k, \nu_k) = \frac{1 - p_d \sum_{y_k \in Z_k} \frac{\ell(y_k|x_k, \nu_k)}{\xi \kappa(y_k)}}{1 - p_d (1 - \Gamma_0)}
\]

\[
p^1_{k|k}(a_k, x_k, \nu_k) = \frac{1 - p_d \sum_{y_k \in Z_k} \frac{\ell(y_k|a_k, x_k, \nu_k)}{\xi \kappa(y_k)}}{1 - p_d (1 - \Gamma_1)}
\]

where

\[
\Gamma_0 \triangleq \sum_{y_k \in Z_k} \frac{\ell(y_k|x_k, \nu_k)}{\xi \kappa(y_k)}
\]

\[
\Gamma_1 \triangleq \sum_{y_k \in Z_k} \frac{\ell(y_k|a_k, x_k, \nu_k)}{\xi \kappa(y_k)}
\]

and \( \Delta = \Gamma_0 - \Gamma_1 \).

3.2 Dynamic Model and Prediction

The joint transitional density, described in (Forti et al., 2016, Section III.B) for the single-model HBF, is also affected by the jump Markov model, so that in the new MM framework it also depends on the specific modal state \( \nu_k \) as follows
\begin{equation}
\begin{aligned}
p(A_{k+1}, x_{k+1}, \nu_{k+1} | A_k, x_k, \nu_k) &= p(x_{k+1}, \nu_{k+1} | A_k, x_k, \nu_k) p(A_{k+1} | A_k) \\
&= \begin{cases}
1 - p_b & \text{if } A_{k+1} = \emptyset \\
p_b p(a_{k+1}) & \text{if } A_{k+1} = \{a_{k+1}\}
\end{cases}
\end{aligned}
\end{equation}
\begin{equation}
p(A_{k+1} | a_k) = \begin{cases}
1 - p_s & \text{if } A_{k+1} = \emptyset \\
p_s p(a_{k+1}) & \text{if } A_{k+1} = \{a_{k+1}\}
\end{cases}
\end{equation}
\begin{equation}
p(a_{k+1}) = \begin{cases}
1 - p_b & \text{if } A_{k+1} = \emptyset \\
p_b p(a_{k+1}) & \text{if } A_{k+1} = \{a_{k+1}\}
\end{cases}
\end{equation}

Theorem 2. Given the posterior multiple model hybrid Bernoulli density \( p(A_k, x_k, \nu_k | Z^k) \) at time \( k \) of the form (15), fully characterized by the parameter triplet \((r_{k|k}, p^0_{k|k}, p^1_{k|k}(a_k, x_k, \nu_k))\), also the predicted density turns out to be multiple model hybrid Bernoulli of the form

\begin{equation}
p(A_{k+1} | x_{k+1}, \nu_{k+1} | Z^k) = \begin{cases}
(1 - r_{k|k}) p^0_{k+1|k}(x_{k+1}, \nu_{k+1}) & \text{if } A_{k+1} = \emptyset \\
r_{k|k} p^1_{k+1|k}(a_{k+1}, x_{k+1}, \nu_{k+1}) & \text{if } A_{k+1} = \{a_{k+1}\}
\end{cases}
\end{equation}

where \( p(a_{k+1}) \) is the PDF of the attack input vector. Clearly, when the attack vector is completely unknown, a non-informative PDF (e.g., uniform in the attack space) can be used as \( p(a_{k+1}) \). Under the above assumptions, an exact recursion for the prior density can be obtained, as stated in the following theorem.

The moments of the Gaussian model, also for the case of nonlinear models and/or non-Gaussian noises, the Gaussian implementation is simplified as follows:

\begin{equation}
\ell(y_k|x_k, \nu_k = i) = \mathcal{N}(y; C^i x_k, R^i)
\end{equation}
\begin{equation}
\ell(y_k|a_k, x_k, \nu_k = i) = \mathcal{N}(y; C^i x_k + H a_k, R^i)
\end{equation}
\begin{equation}
p(x_{k+1} | x_k, \nu_k = i) = \mathcal{N}(x; A^i x_k, C^i a_k, Q^i)
\end{equation}

4. GAUSSIAN-MIXTURE IMPLEMENTATION

Although no closed-form solution to the Bayes optimal recursion is admitted in general, for the special class of linear Gaussian models it is possible to analytically propagate in time the posterior densities \( p^0_{k|k}(\cdot) \) and \( p^1_{k|k}(\cdot) \) in the form of Gaussian mixtures (weights, means and covariances), and the probability of a signal attack. Note that in the case of nonlinear models and/or non-Gaussian noises, the solution can be obtained via nonlinear extensions of the GM approximation (e.g. Unscented/Extended GM) or sequential Monte Carlo methods (i.e. particle filter).

Denoting by \( \mathcal{N}(x; m, P) \) a Gaussian PDF in the variable \( x \), with mean \( m \) and covariance \( P \), the closed-form solution assumes linear Gaussian observation and transition models conditioned on the modal state, i.e. for each mode \( i \in M \) one has

\begin{equation}
p(a) = \sum_{j=1}^n \omega_{ij} \mathcal{N}(a; \bar{a}^j, \bar{P}^a_{ij})
\end{equation}

and the probabilities of signal attack survival \( p_s \) and measurement delivery \( p_d \) are assumed independent of both the system state and mode. In the GM implementation, each probability density at time \( k \) conditioned on mode \( \nu_k = i \) is represented by the following set of parameters

\begin{equation}
\left( r_{k|k}, p^0_{k|k}, p^1_{k|k}(a_k, x_k) \right) = \left( r_{k|k}, \{\omega_{ij}, m_{ij}, P_{ij}^{-1}\}_{j=1}^n, \{\omega_{ij}, m_{ij}, P_{ij}^{-1}\}_{j=1}^n \right), \quad i \in M
\end{equation}

where symbols \( \omega \) and \( J \) denote, respectively, weights and numbers of components in the above mixture equation. In the above we defined \( m_{ij}^0 = \mathbb{E}[x_{k+1} | x_k, \nu_k = i], m_{ij}^1 = \mathbb{E}[x_{k+1} | x_k, \nu_k = i] \), and \( p^0_{k|k}, p^1_{k|k} \) as follows. The weights and the corresponding Gaussian mixture implementation of the Multiple Model Hybrid Bernoulli Filter (GM-MM-HBF) is described as follows.

4.1 GM-MM-HBF correction

Proposition 3. Suppose assumptions (31)-(35) hold, the predicted FISST density at time \( k \) is fully specified by the triplet \((r_{k|k-1}, p^0_{k|k-1}(x_k, \nu_k), p^1_{k|k-1}(a_k, x_k, \nu_k))\), and \( p^0_{k|k-1}(\cdot), p^1_{k|k-1}(\cdot) \) for each \( i \in M \) are Gaussian mixtures of the form

\begin{equation}
p^0_{k|k-1}(x_k) = \sum_{j=1}^{r^0_{k|k-1}} \omega^0_{ij} \mathcal{N}(m^0_{ij} | k_{k-1}, P^0_{ij} | k_{k-1})
\end{equation}
\begin{equation}
p^1_{k|k-1}(a_k, x_k) = \sum_{j=1}^{r^1_{k|k-1}} \omega^1_{ij} \mathcal{N}(m^1_{ij} | k_{k-1}, P^1_{ij} | k_{k-1})
\end{equation}
where \( m_{0,jk}^{0,i} = x_{jk}^{0,i} \), \( m_{k,jk}^{0,i} = (x_{jk}^{0,i})^T (a_k^T) \),
\[
\sum_{j=1}^{J} \sum_{k=-1}^{1} \omega_{j,k}^{0,i} = 1, \text{ and } \sum_{j=1}^{J} \sum_{k=-1}^{1} \omega_{j,k}^{1,i} = 1.
\]
Then the posterior FISST density \( r_k|x_k, P_{k|k}^0 \) for each mode \( i \) is given by
\[
r_k|x_k = \frac{1 - p_d + p_d \Gamma_1}{1 - p_d + p_d} r_{k-1} + p_d r_{k-1} \Gamma_1 r_{k-1} - (38)
\]
\[
p_{k|k}^0(a_k, x_k) = \sum_{j=1}^{J} \omega_{j,k}^{0,i} N(m_{0,jk}^{0,i}, P_{0,jk}^{0,i}) \]
\[
+ \sum_{j=1}^{J} \omega_{j,k}^{1,i} N(m_{1,jk}^{1,i}, P_{1,jk}^{1,i}) \]
\[
(39)
\]
\[
P_{k|k}^1(a_k, x_k) = \sum_{j=1}^{J} \omega_{j,k}^{1,i} N(m_{1,jk}^{1,i}, P_{1,jk}^{1,i}) \]
\[
+ \sum_{j=1}^{J} \omega_{j,k}^{1,i} N(m_{1,jk}^{1,i}, P_{1,jk}^{1,i}) \]
\[
(40)
\]
where we denoted, for \( b = 0, 1 \):
\[
\omega_{b,jk}^{0,i} = \frac{(1 - p_d) \omega_{b,jk}^{0,i} - 1}{\Delta_b}, \quad \omega_{b,jk}^{1,i} = \frac{p_d \omega_{b,jk}^{0,i} - 1}{\Delta_b} \]
\[
\Delta_b = 1 - p_d + p_d \sum_{j=1}^{J} \sum_{k=-1}^{1} \sum_{l=1}^{1} \omega_{b,jl}^{0,i} \omega_{b,kl}^{1,i} \xi^{-1}(yk) \]
and
\[
q_k^{0,i}(yk) = N(yk; C^i m_{0,jk}^{0,i} + C^i P_{0,jk}^{0,i} + C^i T, R^i) \]
\[
q_k^{1,i}(yk) = N(yk; C^i m_{1,jk}^{1,i} + C^i P_{1,jk}^{1,i} + C^i T, R^i) \]
with \( C^i \triangleq [C^i, H^i] \).

4.2 GM-MM-HFB prediction

Proposition 4. Suppose assumptions (31)-(35) hold, the posterior FISST density at time \( k \) is fully specified by the triplet \( (r_k|x_k, p_{0,jk}|x_k, v_k), p_{k|k}^0, p_{k|k}^1 \) for each \( i \) in \( M \) are Gaussian mixtures of the form
\[
p_{k|k}^0(a_k, x_k) = \sum_{j=1}^{J} \omega_{j,k}^{0,i} N(m_{0,jk}^{0,i}, P_{0,jk}^{0,i}) \]
\[
(41)
\]
\[
p_{k|k}^1(a_k, x_k) = \sum_{j=1}^{J} \omega_{j,k}^{1,i} N(m_{1,jk}^{1,i}, P_{1,jk}^{1,i}) \]
\[
(42)
\]
Then the predicted FISST density \( (r_{k+1}|x_{k+1}, p_{k+1}^0|a_k, x_{k+1}, v_{k+1}) \) for each mode \( i \) is given by
\[
r_{k+1|k} = (1 - r_{k|k}) p_k + r_{k|k} p_s \]
\[
p_{k+1|k}^0(x_{k+1}) = \sum_{j=1}^{J} \omega_{j,k}^{0,i} N(m_{0,jk+1}^{0,i}, P_{0,jk+1}^{0,i}) \]
\[
(43)
\]
\[
r_{k+1|k}^1(a_k, x_{k+1}) = \sum_{j=1}^{J} \omega_{j,k}^{1,i} N(m_{1,jk+1}^{1,i}, P_{1,jk+1}^{1,i}) \]
\[
(44)
\]
where (44) can be written as
\[
p_{k+1|k}^0(x_{k+1}) = \sum_{i \in M} \sum_{j=1}^{J} \omega_{i,jk+1}^{0,h} N(m_{0,jk+1}^{0,h}, P_{0,jk+1}^{0,h}) \]
\[
(45)
\]
with
\[
m_{0,jk+1}^{0,h} = A^h m_{0,jk}^{0,h} \]
\[
P_{0,jk+1}^{0,h} = A^h P_{0,jk}^{0,h} A^h + Q^h \]
\[
\omega_{0,jk+1}^{0,h} = \frac{(1 - r_{k|k})(1 - p_h)}{1 - r_{k+1|k}} \tau_{h,i} \omega_{0,h}^{j,k} \]
\[
m_{0,jk+1}^{0,h} = A^h m_{0,jk}^{0,h} \]
\[
P_{0,jk+1}^{0,h} = A^h P_{0,jk}^{0,h} A^h + Q^h \]
\[
\omega_{0,jk+1}^{0,h} = \frac{r_{k|k} - 1 - p_h}{1 - r_{k+1|k}} \tau_{h,i} \omega_{0,h}^{j,k} \].

Moreover, (45) can be written as
\[
p_{k+1|k}^1(a_k, x_{k+1}) = \sum_{h \in M} \sum_{j=1}^{J} \omega_{h,jk+1}^{1,h} N(m_{1,jk+1}^{1,h}, P_{1,jk+1}^{1,h}) \]
\[
(46)
\]
\[
(a) \text{ attack-birth } \]
\[
(b) \text{ attack-survival } \]
where
\[
m_{1,jk+1}^{1,h} = A^h m_{1,jk}^{1,h} \]
\[
P_{1,jk+1}^{1,h} = A^h P_{1,jk}^{1,h} A^h + Q^h \]
\[
\omega_{1,jk+1}^{1,h} = \frac{(1 - r_{k|k}) p_h}{1 - r_{k+1|k}} \tau_{h,i} \omega_{0,h}^{j,k} \]
\[
m_{1,jk+1}^{1,h} = \frac{A^h m_{1,jk}^{1,h}}{A^i} \]
\[
P_{1,jk+1}^{1,h} = \frac{A^h P_{1,jk}^{1,h}}{A^i} \]
\[
\omega_{1,jk+1}^{1,h} = \frac{r_{k|k} - 1 - p_h}{1 - r_{k+1|k}} \tau_{h,i} \omega_{0,h}^{j,k} \].
Then the predicted FISST density \( p_{i,k+1} \mid b_{ij} \), \( i \) | \( k \) is determined as follows:

\[
P_{i,k+1}^{b_{ij}} = \begin{bmatrix}
\tilde{A}^T_k P_{i,k}^{b_{ij}} \tilde{A}_k + Q_k & 0
\end{bmatrix}
\begin{bmatrix}
P_{i,k}^{b_{ij}}
\end{bmatrix},
\]

where \( \tilde{A}_k \) is the system matrix calculated using (42).

5. NUMERICAL EXAMPLE: POWER SYSTEM

In this section, we demonstrate the effectiveness of the proposed Bayesian random-set approach for secure CPS state estimation in the presence of mode/signal switching attacks, extra packet injection attacks as well as uncertainty on measurement delivery. We consider the Western System Coordinating Council (WSCC) 9-bus test case in Fig. 1, consisting of 3 synchronous generators, 3 generator terminal buses, and 3 load buses. The transmission lines’ parameters, the inertia and the damping coefficients of generators are taken from Sauer and Pai (1998). The dynamics of the system can be described by the linearized swing equation for the \( n = 6 \) active buses, derived through the Kron reduction by Pasqualetti et al. (2011) of the linear small-signal power network model. The \( n \)-dimensional state of the system comprises both the rotor angles and the frequencies of each generator. After discretization (with sampling interval \( T = 0.01 \text{s} \)), the power system model takes the form (1)-(2), where each mode corresponds to one of the \( m = 3 \) different hypotheses on the set of vulnerable load buses \( V_1 = \{6, 8\} \), \( V_2 = \{5, 6\} \), and \( V_3 = \{5, 8\} \). At time \( k = 50 \) a signal attack vector \( a_k = [0.05, 0.04]^T \) per-unit is injected into the system to abruptly increase the real power demand of the two victim load buses \( 6 \) and \( 8 \) with an additional loading of 5.56% and, respectively, 4%. This type of attack, referred to as load altering attack by Amini et al. (2015), can provoke a loss of synchrony of the rotor angles and hence a deviation of the rotor speeds of all generators from the nominal value. In this numerical study, the probabilities of attack-birth and attack-survival are fixed, respectively, at \( p_b = 0.2 \) and \( p_s = 0.8 \). A network of 6 sensors is deployed to measure the state of the system. The system-generated measurement vector is supposed to be delivered at the monitor/control center with probability \( p_d = 0.98 \). The extra fake measurements injected into the sensor channel are modeled as a Poisson RFS with average number \( \xi = 40 \) and probability density uniformly distributed over the interval [-10, 0], suitably chosen to emulate system-originated observations. Fig. 2 shows the result of the number of fake measurements maliciously injected at each time step and the cases of undelivered system-originated measurement. For the joint task of signal attack detection and mode-state estimation, we relied on the Static version (introduced in Section 2.2) of the GM-MM-HBF (described in Section 4). We notice from Fig. 3 that the proposed secure state estimation algorithm succeeds in detecting the switching mode attack, and hence in estimating the true system’s mode of operation (characterized by the highest mode probability) \( i = 1 \), corresponding to a load altering attack on \( V_1 \). Note that the posterior mode probabilities shown in Fig. 3 are determined as follows:

\[
\tilde{\mu}_{k|k}^i = \frac{\omega_{k|k}^{0,i}(1 - r_k^i) + \omega_{k|k}^{1,i} r_k^i}{\sum_{i=1}^{m} \omega_{k|k}^{0,i}(1 - r_k^i) + \omega_{k|k}^{1,i} r_k^i}, \quad i = 1, 2, 3.
\]

Moreover, the proposed filter promptly detects the unknown signal attack, as we can see from the attack probability \( r_{k|k}^* \) in Fig. 4 which takes the unitary value after time \( k = 50 \). At each time instant \( k \) the estimated attack probability \( r_{k|k}^* = r_{k|k}^i \) can be computed from the estimated mode \( i^* = \arg \max \tilde{\mu}_{k|k}^i \).
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